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Abstract 
 
This paper presents a new effective iterative learning control method for repetitive motion-tracking control problems of robotic manipula-

tors. The controller is comprised of two control loops. In the inner loop, a simple proportional-derivative signal is adopted to stabilize the 

closed-loop system that facilitates design of the outer loop. Tracking control mission is mainly achieved by a novel iterative control signal 

designed in the outer loop. The effectiveness of the proposed control method is resulted in from a new iterative design where the iterative 

signal is flexibly structured from both the current and previous information on the iterative axis. To this end, a neural network is developed 

to estimate the iterative disturbances using information synthesized from the past and present iterations. A proper inherent function is then 

employed to connect the iterative-based and time-based control signals. Stability of the overall system is analyzed using absolution regres-

sion series criteria. The effectiveness and feasibility of the proposed controller are intensively discussed based on the comparative simula-

tion results and real-time experiments obtained from a 6 degree-of-freedom robot. 
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Symbols 

Symbols Units Description 

c ê ú·ë û  Function of variable ·  

q rad Vector of joint position 

ê ú
ë ûM q  kg Inertia-mass matrix 

C q,q q    N.m Coriolis/Centripetal effect 

in robotic models 

g q    N.m Gravitational torque in 

robotic models 

f q    N.m Frictional torque in robot-

ic models 

dτ  N.m External disturbances in 

robotic models 
τ  N.m Joint torque or control 

signal in robotic models 

Abbreviations 

DOF Degree of Freedom 

PID Proportional Integral Derivative 

ILC Iterative Learning Control 

TNN Time-based Neural Network 

TNNIC Time-based Neural Network Iterative 

Control 

  

 

Tóm tắt 
 
Bài báo này trình bày một phương pháp điều khiển học lặp mới để 

giải quyết các vấn đề điều khiển bám đuổi tuần hoàn cho các tay 

máy công nghiệp. Bộ điều khiển này bao gồm hai vòng điều khiển. 

Ở vòng điều khiển bên trong, một tín hiệu điều khiển vi-phân-tỉ-lệ 

đơn giản được sử dụng để ổn định hệ thống vòng kín, tạo điều kiện 

thuận lợi cho việc thiết kế các tín hiệu điều khiển ở vòng ngoài. 

Nhiệm vụ điều khiển chủ yếu được thực thi nhờ một tín hiệu điều 

khiển học lặp mới được thiết kế ở vòng ngoài. Tính hiệu quả của 

phương pháp điều khiển này đến từ một quan điểm mới về phương 

pháp xây dựng cấu trúc bộ điều khiển lặp, ở đó tín hiệu điều khiển 

trên trục lặp được tổng hợp một cách linh hoạt từ thông tin hiện tại 

và thông tin quá khứ của hệ thống. Cụ thể, một mạng thần kinh 

nhân tạo có cấu trúc phù hợp được phát triển để ước lượng các 

nhiễu động trên trục lặp dựa vào các thông tin tổng hợp vừa phân 

tích. Một hàm kế thừa mềm được sử dụng để kết nối tín hiệu điều 

khiển trên trục lặp và trục thời gian. Tính ổn định của quá trình học 

và cả hệ thống vòng kín được đảm bảo bằng tiêu chuẩn hồi quy nối 

tiếp. Tính hiệu quả và tính khả thi của bộ điều khiển đề xuất được 

thảo luận cẩn thận dựa trên các kết quả mô phỏng và thực nghiệm 

có tính so sánh từ một mô hình tay máy công nghiệp 6 bậc tự do. 

1. Introduction 

Nowadays, humans are passing through the fourth Industrial 

Revolution, in which robots play a key role both in industrial 

manufacturing and day-life activities. Proportional-Integral-

Derivative (PID) controllers have been favorited in most 

industrial robots owing to their simplicity in implementation 

and acceptable control performances [1], [2]. High-accuracy 

controllers with great adaptation ability are required for 
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modern robotic systems [3], [4]. However, unknown dynam-

ical behaviors and complicated working environments are 

main obstacles on approaching excellent control outcomes 

[5]–[8]. To cope with unexpected effects of systematic dy-

namical models, many model-based controllers have been 

studied based on typical physical analyses such as 

force/torque-based or energy-based methods, or decomposi-

tion principles [9], [10]. In reality, applicability of such ap-

proaches would be limited with general robots and be more 

difficult for higher degree-of-freedom robots. Owing to uni-

versal approximation properties, neural-network-based con-

trol approaches have been recently increasingly employed in 

robotic systems [11]–[13]. Direct and indirect learning 

methods are the leading solutions for building neural net-

works [7], [14]. The system dynamics could be estimated by 

neural-networks and their results could be then adopted to 

eliminate unknown effects in control processes. This kind of 

the design has been successfully utilized by the many types 

of the networks such as Radial-basis function (RBF) net-

works [11], [15], [16] or Fuzzy-hybrid networks [17], [18]. 

Excellent control performances have been exhibited by such 

the intelligent controllers. For repetitive control missions 

that commonly occurs in industrial activities, the neural-

network-based control approaches need to be modified for 

outstanding control outcomes. 

Iterative learning control (ILC) technique is a famous con-

trol framework for systems with repetitive tasks. Its key idea 

is to iteratively compute a control input based on errors from 

previous trails so that the performance of the system can be 

optimized. Previous work [19], [20] shows that with simple 

designs, the ILC methods could provide superior perfor-

mances by effectively tackling repetitive disturbances such 

as gravity and model uncertainties. In fact, the disturbances 

and nonlinear uncertainties are rarely repetitive terms. In 

most robotic systems, both iteration-varying and iteration-

invariant disturbances exist on the iterative direction. Itera-

tion-varying disturbances can be divided into two types: 

Type I – state independent disturbances, for example exter-

nal disturbances, and Type II - internal state-dependent dis-

turbances, for example friction forces. To extensively tackle 

Type-I iterative disturbances, many advanced ILC approach-

es have been studied. ILC methods with robust learning fil-

ters, such as frequency or time-frequency filters, were used 

to isolate iteration-varying disturbances from out of the itera-

tive loop. Indeed, in [21], low-pass filters were employed to 

separate model uncertainties at high frequencies, or in [22], a 

notch Q filter and a disturbance observer were injected to the 

ILC to handle external vibration disturbances concentrated at 

certain frequencies. In [23], a time-frequency numerical Q 

filter was proposed based on robust principal component 

analysis (RPCA) to eliminate the non-repetitive disturb-

ances. In [24], another robust Q-filter-based ILC method was 

studied incorporated with a tuned feedback control signal to 

deal with both repetitive and non-repetitive perturbances. As 

comparing to Type-I ones, Type-II disturbances always var-

ies on the iterative axis due to the dependence on system 

states. To treat the non-repetitive disturbances, a former 

adaptive ILC (AILC) method was proposed by Kuc and Lee 

[25] based on Lyapunov theories. The key idea of AILC for 

robotic systems, as discussed in [26], [27], is to adopt an 

adaptive signal which iteratively recognizes and compen-

sates for unknown disturbances and uncertainties in the sys-

tem dynamics. Generally, the algorithm requires an assump-

tion that parameters of the robotic model are constants with-

in one iteration [28], [29]. Recently, the ILC scheme was 

also integrated into a time-based adaptive control signal to 

yield promising control outcomes [30]. From the above 

analyses, since the iterative disturbances are state-, time- and 

iterative-dependent factors, using iterative control signals 

that are completely constructed from previous iteration in-

formation is difficult to yield outstanding control perfor-

mances.  

To fill in this gap with a simple-yet-universal control 

method, in this paper, we propose a PD neural-network-

based iterative learning controller for position-tracking con-

trol of robotic manipulators. The control scheme has two 

loops: time-based loop and iterative-based loop. On the time 

direction, a PD control signal is used to bring the system 

states to the desired state as closely as possible. The control 

performance is then significantly improved along the itera-

tive axis. Contributions of the paper are listed as follows: 

1) A neural network with a nonlinear learning procedure is 

built up on the iterative axis to effectively tackle both the 

time- and iterative-based disturbances. 

2) A new iterative control law is designed based on a flexi-

ble inherent function and the neural network designed to 

realize the control mission. 

3) Stability of the closed-loop system is rigorously proven 

by regression series criteria. 

4) Effectiveness and feasibility of the proposed ILC control-

ler are carefully verified by intensive simulation and real-

time experiments on a 6DOF robot model.  

The remaining of the paper is structured as follows. Dynam-

ics of general robotic manipulators are briefly reviewed, and 

control objectives are then stated in Section 2. Design of the 

proposed controller including a proportional-derivative con-

trol term, adaptive iterative learning control signal and sta-

bility analyses of the overall system are clearly presented in 

Section 3. Effectiveness and feasibility of the proposed con-

trol system are discussed in Section IV. Conclusions are fi-

nally drawn in the last section. 

2. System Modeling and Problem Statements 

Motion equations of a serial n-DOF robot is generally 

formulated using the following dynamics [6], [10], [31]: 

= − − +               dM q q C q,q q g q + f q + τ τ  (1) 

where , , nq q τ  denote the joint position,  angular veloci-

ties, and the control torques, respectively, 
n×nM  is the in-

ertia-mass matrix, , ndCq g,f, τ  denote the Corio-

lis/Centripetal effect, the gravitational torque, frictional 

torque, and external disturbances, respectively. 

Assumption 1: The unknown disturbance ( )dτ  is bounded 

[8], [11], [30]. 

Remark 1: We assume that the system states ( , )q q  are meas-

urable. We define a tracking control error synthesized from a 

desired profile ( )dq  that is assumed to be a known, bounded 

and twice continuously differentiable signal, and the system 
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output ( )q . The main objective here is to develop a model-

free intelligent ILC for high control accuracy of the robotic 

system (1). Unknown internal dynamics and complicated 

external disturbances from various working conditions are 

major barriers challenging the expected control performance. 

However, one important advantage of the control system is 

that it can run in many iterations. Other required features of 

the ongoing controller are model-free, adaptive and robust. 

3. Flexible Neural Iterative Learning Control-

ler 

This section presents a detailed procedure of designing the 

proposed controller which consists of a simple PD-type con-

trol signal and an advanced iterative learning control term. 

Proper theoretical proofs are associated to the respective 

sections to explain effectiveness of the developed features.  

The main control objective is defined as the following error  

= − de q q   (2) 

To complete the tracking control mission, the final control 

signal is simply designed as follows: 

t i= +τ τ τ   (3) 

where andt i   are time-based and iterative-base control 

terms. 

3.1. Time-based PD Control signal 

For high-precision control of the manipulators, one could 

use various types of the linear or nonlinear control methods 

[1], [32], [33]. Purpose of the time-domain control signal t  

is however to stabilize the closed-loop system and bring the 

system output to the desired profile as closely as possible. In 

this approach, we only structure the control signal by a sim-

plest control form with the following PD design: 

t Pt Dt= − −τ K e K e   (4) 

where andPt DtK K  are diagonal positive-definite gain 

matrices. 

By using the time-based PD control law (6), the closed-loop 

system is bounded stable with any positive control gains KDt 

and KPt. However, the control accuracy needs to be further 

investigated. Here, we define the following indirect control 

objective [11], [34]: 

i= +ε e K e  (5) 

where 1
i Dt PtK K K

−=  is the positive control gain matrix. In 

previous work, the new control objective is normally called 

as sliding-mode manifold [15], [44], [45]. 

The dynamics (1) could be re-expressed in terms of the new 

composited variable (17) in a scope of iterative axis: 

i i i i iM ε C ε τ d= − + −  (6) 

where id  is the lumped disturbance of the system in the iter-

ation i, that includes the model deviation and external dis-

turbance: 

( ) ( )i i d i i i d i i i i i= − + − + − − dd M q K e C q K e g f τ  (7) 

Note that under the virtue of the control rule (4)-(5), such the 

disturbance id  is bounded. The steady-state control error of 

the system will approach to the following range [25][30]: 

( )( )1limss Pt i i
t

e K d τ
−

→
= −  (8) 

Remark 2: The control error could be reduced by selecting 

large control gains KDt and KPt. However, to achieve excel-

lent control performance, the nonlinear uncertainties and 

disturbances in the system dynamics must be compensated. 

To this end, possible directions are adoption of robust adap-

tive nonlinear controllers [8], [36] or high-gain observers 

[14], [37]. In fact, the dynamical behaviors of the system 

would be stored in the previous iteration data. Properly ex-

ploiting such the data could lead to interesting control out-

comes. 

3.2. Neural Iterative-based Control Signal 

By utilizing from the advantages of the iterative control 

technique and repetitive control behaviors, in this subsec-

tion, an advanced iterative-based control signal is designed 

to provide good tracking control error of the closed-loop 

system. 

Inspired but different from previous work [32], [48], [49], 

the iterative control law is selected as 

1i i i iτ B τ ξ−= +  (9) 

where diagi iB b=     is a diagonal matrix of inheritance 

function and iξ  is the excitation function. 

Also from the work, the iterative disturbance id  was as-

sumed to be no change on the iterative direction, and such 

the excitation function was simply selected as 

1i iξ ε −=  (10) 

As carefully observing in the form of (7), the assumption on 

invariant properties of the disturbance di is weak. With such 

the design, the iterative control signal has tended to com-

pletely believe the past results. Much research in human so-

ciety show that this action is not an appropriate choice [38], 

[39]. Hence, in this paper, another point of view in this de-

sign is required to deal with the aforeanalyzed problem. The 

constraint (8) implies that once the iterative control signal iτ  

approaches to the disturbance id , the control error would 

converge to zero or as small as possible. It is worth defining 

a new error: 

i i i= −ς τ d  (11) 

By noting the general control rule (9), variation of the new 

error on the iteration axis is 

1 , 1i i i i i iς B ς ξ φ− −= + −  (12) 

where , 1i i−φ  is called as the iterative disturbance: 

, 1 1i i i i iφ d B d− −= −  (13) 

The new disturbance , 1i i−φ  depends both on the current and 

past states on both time and iterative axes. It can be seen that 

once ie  approaches to 1i−e , the disturbance di will approach 

to di-1. Based on this observation, the inheritance function 

could be selected as 

( )2
, | 1.. 1, 2, ,tanh( ) 1 tanh( )i k k n k k i kb t  = = −  (14) 

where 1, 2,andk k  are positive constants. 
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To design the excitation function, we start with approximat-

ing the new disturbance , 1i i−φ  using universal approximation 

properties of neural networks [4], [40], as follows: 

, 1, | 1.. , 1 1 ,, , , , ,T
i i k k n i k i i i i i d d i kw r q q q q q q − = − −= +    (15) 

where ,i kw  is the optimal weight matrix, ir  is a regression 

vector, and ,i k  is the approximation error. Here the regres-

sion vector ir  is structured by 1-norm elements or 

, | 1...0 1i j j mr =  , in which m is the length of the vector. 

Role of the excitation function iξ  is to eliminate the new 

disturbance , 1i i−φ , it is hence designed as 

, | 1.. , 1 1ˆ , , , , ,T
i k k n i k i i i i i d d = − −=   w r q q q q q q  (16) 

where ,ˆ i kw  is estimate of the ,i kw . 

By substituting the selection (16) to the variation (12), we 

have 

, | 1.. 1, , ,
T

i k k n i i k i k i i kb w r  = −= + −  (17) 

where , , ,ˆi k i k i k= −w w w  is estimation error. 

It can be observed that the iterative control performance 

completely depends on the learning of the excitation func-

tion. Hence, we select the following learning law: 

( )
,

, | 1.. , , 1, ,

tanh
ˆ ˆdiag

1

i i k

i k k n i w k i i k i k T
i i

r
w I r w

r r


 = −

  
= − −  

+

 (18) 

where , , ,0 1,0i w k i k     are constants, and I is the rela-

tive identity matrix. 

Effectiveness of the flexible iterative control mechanism is 

investigated from the following statement. 

Theorem 1: For any bounded iterative disturbance that is 

expressed in a linear combination as presented in (15), if 

employing the iterative control signal (9), (14) and the non-

linear learning rule (18), the following properties hold: 

1) The estimation error ,i kw  will be stabilized inside an ar-

bitrary small vicinity around zero. 

2) The iterative control signal iτ  is bounded. 

Proof: 

From the learning law (18), variation of the estimation error 

on the iterative direction is  

 ( )

 ( )

, | 1.. , , 1, ,

,

, , 1, ,

diag

tanh
diag

1

i k k n i w k i i k i k

i i k

i w k i i k i k T
i i

w I r w w

r
I r w

r r




 

= −

−

= − −

  
+ − −

+

 (19) 

By applying triangle inequality to (19), we get the following 

regression constraint: 

 ( )

 ( )( )
 ( )

 ( )

 ( )
 ( )( )

, ,

diag, , , ,

diag, ,

, ,

, ,

, | 1.. 1,diag

, , 0,diag

1

, ,diag
diag

1 ...

1

1
1

i w k i

i w k i i w k i

i w k i

i w k i

i w k i

i k k n i k

i
i k i k k

i

i k i k

I r

I r

I r

I r

I r

I r

w w

w w

w














  



 


−

−

= −−

−

−

−
−



+ + +  

−
 + + + 
 −

  

 (20) 

where  ( )  
, ,

, ,diag
max eig diag

i w k i
i w k iI r

I r


 
−

  = −    is the 

maximum eigen value of the matrix  , ,( diag )i w k iI r− , and 

, ,maxi k i kw w =
   is the upper bound of the weight vector 

,( )i kw . 

For deactivation cases where the regression-vector elements 

are equal zero or , | 1...( 0)i j j mr = = , according to (18), the esti-

mation weight vector ,ˆ( )i kw  is boundedly preserved through 

iterative to iterative. 

For activation cases where the regression-vector elements 

have the values of , | 1...(0 1)i j j mr =  , the regression ratio is 

inside the unit circle or  ( ), , diag
0 1

i w k iI r


−
  . Furthermore, 

the ideal weight vector ,( )i kw  is bounded. If the initial value 

0,ˆ( )kw  is boundedly selected, from (20), the estimation error 

vector ,( )i kw  is bounded. The first statement of Theorem 1 

is thus proven.   

By noting (16) and (18), the variation (9) could be rewritten 

as 

 ( ), | 1.. 1, | 1.. , , 1,

,

,

ˆdiag

tanh

1

T
i k k n i i k k n i i w k i i k

T
i i i k

i k T
i i

b r I r w

r r

r r

  




= − = −= + −

  
−

+

 (21) 

Taking absolute values at both sides of (21) in the regression 

manner results in the following inequality: 

 ( )

 ( )

 ( )

, ,

diag, ,

, ,

, | 1.. 1, | 1..

1, 0, | 1..diag

1,

diag

ˆ ...

1
1

ˆ
1 1

i w k i

i w k i

i w k i

i k k n i k k n

i
i k i k k k n

i
i

i k i k

b

b

I r

I r

I r

w r

w r






 

  





 

−

= − =

− =−

−

−



+ +  

−
−

+ +
− −

 (22) 

where , | 1..max i k k nb b = =    is the maximum value of the in-

heritance function ( )ib , 1, 1,ˆ ˆmaxi k i kw w− −
 =
   is the upper 

bound of the estimation weight vector ,ˆ( )i kw , 0, | 1..k k n =  is 

the initial iterative control torque, and   is a constant that is 

defined as: 

0 max 1
1

T
i i

T
i i

r r

r r


 
 =  

+  
 (23) 

By using the result of the first statement in which the upper 

bound ,ˆ i kw −  is bounded. From (14), the inheritance gain 

( )b  is inside the unit circle or (0 1)b  . From (22), the 

iterative control torque , | 1..i k k n =  is thus bounded under the 

constraint (23).   

Remark 3: With properly selecting the regression vector ir , 

the approximation error ,i k  could be minimized. As a se-

quence, according to the dynamics (17), the iterative control 

error (11) would be minimized as well thanks to the results 
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of Theorem 1. Note that the approximation effect of the neu-

ral-network model (15) comes from the structure of the re-

gression vector ir  [4], [40]. It is recommended that the vec-

tor 1 1, , , , ,i i i i i d dr q q q q q q− −    is designed to normally reflect 

information of the inputs 1 1( , , , , , )i i i i d dq q q q q q− −  over their 

workspaces. In the proposed control algorithm, the regres-

sion vector ir  has to belong to the 1-norm class. It could be 

encoded by radial-basis functions, or logsig function, or 

tansig functions, etc. 

 

Remark 4: In fact, to obtain excellent control error (5), one 

could employ neural networks to learn the disturbance (7) 

using current states of the system (1). As presented in (15), 

the regression vector of the iterative-based neural network 

contains more state than that of the time-based networks. 

Hence, by using the iterative control technique, one could 

utilize the control experiences in the past to result in higher 

control performances. Indeed, the control accuracy is im-

proved along the variation (9) once the network well esti-

mates the iterative behaviors. 

Remark 5: The proposed control idea is graphically summa-

rized in Fig. 1. The algorithm can be implemented by the 

following procedure. In the first step, the iterative-based 

control signal is turned off, and the time-based control signal 

is employed to stabilize the main control objective (2) with 

proper control gains ( , )
Dt Pt

K K . In the second step, the iter-

ative control signal (9) is activated, but the inheritance func-

tion ( )ib  is set to be zero. The regression vector 

1 1, , , , ,i i i i i d dr q q q q q q− −    is next designed based on the 

workspace of its inputs, which have been observed from the 

previous step. The neural weight vector ( ,ˆ i kw ) is then up-

dated by the learning rule (18) with proper learning gains 

, , ,0 1,0i w k i k    . In the third step, the inheritance func-

tion ( )ib  is turned on with appropriate positive constants 

1, 2,andk k   using the constraint (14). One could be back to 

Step 1 or Step 2 for fine tuning the gains in several times 

until the expected control performance is resulted in. 

 

 

 

Figure 1: Block diagram of the proposed controller. 

 

 

Figure 2: Configuration of the simulation robot. 

4. Validation Results 

The control performance of the proposed controller 

(PDINN) was carefully verified both in simulation and real-

time experiments. To clearly evaluate the advantages of the 

proposed ILC method, a conventional proportional-

derivative (PD) controller [1], time-based neural-network 

(TNN) controller [42], and conventional adaptive iterative 

learning controller (TNNIC) [30] were implemented to con-

trol the same system under same working conditions. 

4.1. Simulation Results 

The controllers were first tested on a 6-Degree-of-freedom 

(6DOF) robot, as sketched in Fig. 2. Its dynamics could be 

referred from previous work [10], [42]. Parameters of the 

robotic model were selected as: 
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In the simulation tests, the learning and control gains of 

the proposed controller were chosen as follows: 
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Hidden layers of the neural network had 1944 neurons that 

were encoded using logsig functions. The initial joint posi-

tions were set to be zero. The desired profiles of the robot 

joints were chosen with various types of the sinusoidal and 

smooth-multistep signals, as follows: 
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In the first simulation, external disturbances that affect to 

the joint motions were also added to the system, as depicted 

in Fig. 3. These disturbances were no change on the iteration 

axis. Simulation results of the four controllers applied to the 
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robot model in 10 iterations are shown in Figs. 4 – 6.  

 

 

Figure 3: External disturbances affecting to the robot joints in the first 

simulation. 

 

Figure 4: Comparative control errors of the controllers on the time axis and 

the iteration axis in the first simulation. 

 

Figure 5: Control errors of the proposed controller on the time axis and the 

iteration axis in the first simulation. 

 

Figure 6: Average absolute control errors of the proposed controller on the 

iteration axis in the first simulation. 

 

To make the report concise, only simulation results of 

joints 1 and 2 of the robot are presented in Fig. 4. As seen in 

this figure, even though working with the complicated robot, 

the PD controllers with well-tuned gains still obtained good 

control accuracies: 0.0028 (rad) and 0.011 (rad) respectively 

for joint 1 and 2 under harsh perturbances. The control per-

formances could be improved by using learning properties of 

neural networks to approximate the nonlinear uncertainties 

and disturbances in the system dynamics on the time axis. 

Indeed, also as observed in Fig. 4, the neural controller al-

ways provided better control outcomes than the simple linear 

one. Control errors of the time-based neural network (TNN) 

controller were reduced to be: 0.0006 (rad) and 0.004 (rad) 

for the first and second joints, respectively. However, if the 

system worked in a repetitive manner, iterative-based control 

techniques could be applied and exhibited higher control 

performances. Figure 4 shows that a combination of time-

based neural-network control signal and a conventional itera-

tive learning control term could suppress the disturbance 

more effectively and delivered promising control results: 

after 10 iterations, the control errors at the first and second 

joints were 0.00015 (rad) and 0.0006 (rad), respectively. 

However, high vibration phenomena could be observed from 

the conventional ILC data on the iterative axis. As an inno-

vative step, in this paper, a new neural iterative control 

viewpoint is studied as clearly presented in Section 3. Its 

control effect is demonstrated by the control results shown in 

Figs. 4, 5, and 6. In the first iteration, as depicted in Fig. 4, 

since the proposed control signal was just generated by a 

poor PD control framework and the ILC was not applied any 

more, its performances looked even worse than those of the 

well-tuned PD one. In the second iteration, at which the new 

ILC theory had been gone into operation, the control errors 

seemed to be enhanced in all the joints, but not better than 

those of other controllers, especially in joint 1 that was in-

fluenced by the severe external disturbances. However, a 

positive point could be observed here that is the system 

could be learnable. Interestingly, after 10 iterations, the pro-

posed ILC approach could result in the best control perfor-

mances under various working conditions: 0.000012 (rad) 

and 0.000054 (rad) for the first and second joints, respective-

ly. The learning process of the new ILC technique is more 

clearly reflexed by the control errors summarized in Figs. 5 

and 6. The data once again confirm that the proposed ILC 

scheme works well in various conditions even though it 

could start from a weak level.  
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Figure 7: Variations of the frictional coefficient at joint 1 and the amplitude 

of external disturbances at joint 3 in the second simulation. 

 

Figure 8: Comparative control errors of the iterative controllers on the time 

axis and the iteration axis in the second simulation. 

 

Figure 9: Average absolute control errors of the proposed controller on the 

iteration axis in the second simulation. 

In the second simulation, to bring the developed algo-

rithm close to practice, the controllers were challenged with 

non-repetitive external disturbance and internal parameter 

variations. The frictional coefficient at joint 1 and the ampli-

tude of the external disturbance at joint 3 were set to be 

changed following the iterative schedules as presented in 

Fig. 7. In this test, only the iterative controllers (TNNIC and 

PDINN) were applied to control the system, and their work-

ing performances achieved are shown in Figs. 8 and 9. Fig-

ure 8 presents the control errors of the controllers at joints 1 

and 3 of the robot. In the new testing conditions, that the 

disturbances changed in larger ranges obviously leads to 

degradation of the iterative control performances: for exam-

ple, the steady-state control errors of the TNNIC controller 

at joints 1 and 3 increased to be 0.00035 and 0.00077, re-

spectively. However, thanks to the strong support of the new 

iterative control theory proposed, as discussed in Remark 3 

as well as mathematical viewpoints in (14), (15), (17), (18) 

and Theorem 1, the designed controllers worked in a robust 

manner to result in good control outcomes: the new control 

accuracies at joints 1 and 3 were 0.000032 and 0.000045, 

respectively. As seen in Fig. 9, it can further confirm that the 

iterative controllers dealt with well both the repetitive and 

non-repetitive disturbances.  

4.2. Experimental Results 

Real-time experiments were conducted to investigate 

feasibility of the proposed controller. A 6DOF robot was 

designed and fabricated for the verification. The robot proto-

type is shown in Fig. 10. Industrial motors were used to 

drive the robot joints, and encoders with resolution of 

5760ppr were adopted to measure the joint positions. A 

compact RIO 9024 controller connecting with digital (NI 

9401) and analog (NI 9263) modules was employed as a data 

acquisition (DAQ) system. The algorithms were implement-

ed in the Labview environment to control the second joint of 

the robot. 

 

 

Figure 10: The experimental 6DOF robot. 

The desired trajectory was chosen to be 
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. The real-time control 

results achieved are presented in Figs. 11 – 13.  

 

 

In the real-time experiments, as seen in Fig. 11, the time-

based controllers (PD and TNN) still maintained their ro-

bustness with good control errors: 0.038 (rad) for the PD one 

and 0.014 (rad) for the TNN one. The data in Fig. 11 present 

the learning effectiveness of conventional ILC method: the 

control accuracy after 10 iterations had been increased to 

0.005 (rad). Even though governed by a strong time-based 

neural network control signal, the real-time experimental 

results however reveal that the nonlinearities, uncertainties 

and disturbances were not completely terminated using the 

conventional ILC one. We believe that such the problems 

could be efficiently tackled by the proposed ILC technology 



72 Measurement, Control, and Automation 

 

owing to the proper neural-network-based design (12), (14), 

(16), and (18). As demonstrated in detail in Fig. 11 or in the 

summarization mode in Fig. 12, the developed ILC perfor-

mance had been gradually improved from iteration to itera-

tion: after 10 iterations, the steady-state control error reached 

to a good value of 0.0018 (rad). Average absolute values of 

the control errors for iterations obtained by the conventional 

and proposed ILC controller in the experiments are further 

compared in Fig. 13. The proposed controller has shown 

outperformance as comparing to the previous one. The con-

vergence of the proposed ILC method is clearly confirmed 

via the detailed and statical data. 

 

 

Figure 11: Comparative control errors of the controllers on time axis and 

iteration axis in the real-time experiments. 

 

 

Figure 12: Control errors of the proposed controller on time axis and itera-

tion axis in the real-time experiments. 

 

 

Figure 13: Average absolute control errors of the proposed controller on 

iteration axis in the real-time experiments. 

 

5. Conclusion  

A new adaptive iterative learning controller has been devel-

oped for motion control problems of robotic manipulators 

using neural networks. The system is first stabilized by an 

ordinary PD control signal on the time axis. The control per-

formance is next effectively enhanced by using a novel ILC 

signal generated from a new adaptation design. The learning 

information are collected from both previous and present 

iterations and are then processed by a nonlinear neural net-

work in a reliable manner. Stability, effectiveness, and feasi-

bility of the overall system are rigorously proven by theoret-

ical analyses under regression series criteria and comparative 

validation results on a 6DOF robot model. 
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