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Abstract

This paper presents a system for online stroke prediction. Firstly, a stroke prediction model is built using Random Forest machine learning
method. Next, a mobile app user interface is created to collect patients' input data. Based on the trained model and the collected input data,
the stroke risk for patients can be predicted. As a result, patients can take preventive measures to avoid severe outcomes from stroke. The
training results indicate that the prediction accuracy exceeds 90% on the training dataset and 84% on the testing dataset. The trained machine
learning model is then deployed on server as Application Programming Interface. This allows users to access and check their stroke risk from

the mobile application.
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Abbreviations

RF Random Forest
ML Machine Learning
API Application Programming Interface
KNN K-Nearest Neighbors
SMOTE Synthetic Minority Over-sampling Technique
TP True Positive
TN True Negative
FP False Positive
FN False Negative
WHO World Health Organization
Toém tit

bot quy la mot Van dé sirc khoe nghiém trong xay ra khi co sy gian
doan trong ngudn cung cip mau cua nao, do tic nghén hoic v& mot
mach mau. Su gian doan nay lam mét hoi oxy va dudng chét cin
thiét cho té bao néo, din dén mot loat cac hau qua, bao gém liét, suy
noi, suy giam tri tu¢ va tham chi la tir vong, phy thu¢c vao mirc do
va vi trf tén thurong ndo. Theo Té chic Y t& Thé gisi (WHO) dot
quy 12 mot trong nhiing nguyén nhan hang diu gay tir vong va tan tat
trén toan cau. Su nhan biét sém céc dau hiéu canh bao cua dot quy
cd thé ngan chin sw nghiém trong cia dot quy. Céc dau hi¢u nay bao
gom huyét &p cao, hat thubc 14, tidu dwong, béo phi, cholesterol cao,
rbi loan nh1p tim, thiéu van dong, tiéu thu ruou qua muc va tién sir
gia dinh vé dot quy hoac bénh tim.

Bai bao nay tap trung vao phan tich mot tap dit liéu chira cac yéu tb
nguy co quan trong cua bénh nhin va sau d6 két luan xem céi nao
trong sb chiing quan trong hon trong viéc du doan kha ning méc dot
quy. Sau d6, md hinh hoc may s€ duoc xay dung dua trén tap di liéu
nay dé tim ra xem két luan c6 ding khong va sir dung md hinh nay
vao viéc du doan dot quy. Dwa trén cac nghién ctru lién quan dén
viéc ung dung md hinh may hoc trong chuin doan dot quy, mo hinh
phan loai ring ngau nhién (Random Forest) 14 mé hinh cho két qua
huén luyén vei cac chi s6 danh gia tot va duoc lya chon dé trién khai
cho hé thdng du bao online. Myc dich cua h¢ thong nay 1a cho phép
nguoi ding c6 thé kiém tra nguy co dot quy cua ban than dé c6 thé
khém chita kip thoi. M6 hinh chuin doan online bao gdm cac phan
ctng thu thap dit liéu truc tiép tir banh nhén, giao dién qua dién thoai,
va server nhan du liéu, chay thuat toan du bao va tra két qua.

Mic di con mot sb han ché vé tap dir lisu huan luyeén, két qua cua
nghién ctru dat duoc y twong d& ra. Tao nén tang cho qua trinh thu
thap dir liéu hoan thién hon ciing nhung hudng téi viéc phét trién cac
thiét bi phuc vu do chi s sirc khoe lién quan.

1. Introduction

Stroke is a serious medical condition and a leading cause of
death and disability [1]. It happens when blood flow to a part
of the brain is blocked or a blood vessel in the brain bursts,
causing brain cells to die. Key risk factors for stroke include
high blood pressure, diabetes, high cholesterol, smoking,
obesity, and lack of exercise. Age, gender, and family history
also play roles [2, 3]. Prompt medical attention is crucial in
the event of a stroke, as quick intervention can minimize
damage and improve the chances of recovery. According to
the World Health Organization (WHO), about 15 million
individuals suffer from stroke. Among them, 5 million lose
their lives, and an additional 5 million face lasting disabilities,
imposing challenges on both families and communities.
While strokes are infrequent in people under 40, when they do
occur, high blood pressure is often the primary cause.
Notably, stroke affects approximately 8% of children with
sickle cell disease. Preventing stroke involves managing these
risk factors through healthy lifestyle choices, medications,
and regular medical check-ups.

Due to the severe consequences of strokes, stroke prediction
and prevention are essential. Several methods and techniques
are employed to address this need. Imaging techniques, such
as MRI and CT scans, help doctors diagnose strokes and plan
treatments by providing detailed images of the brain. Real-
time monitoring, through wearable devices and mobile apps,
continuously tracks health indicators like blood pressure and
heart rate, supplying data for early warning systems.
Recently, machine learning (ML) and artificial intelligence
(Al) have gained popularity and attracted significant research
interest. ML uses computer algorithms to analyze large
datasets and predict stroke risk more accurately than
traditional
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methods. These algorithms consider a wide range of factors,
including health records and genetic data, enhancing the
precision of stroke risk assessment.

Several risk factors contribute to the likelihood of
experiencing a stroke including hypertension, smoking,
drinking, age, gender, body mass index (BMI), average
glucose level, frequency of regular physical activity, and
family history of stroke. With the collection of these data
combined with machine learning algorithms, prediction
models of stroke can be made with high accuracy in order to
help forecasting the possibility of having a stroke for people.
As aresult, early treatments could possibly be made to prevent
irreversible damage or even death [1-4]. Therefore, numerous
researches have been made using machine learning to predict
the likelihood of having a stroke. In research [5], the authors
used four different machine learning algorithms on a publicly
available dataset on Kaggle. The result models achieved
decent accuracy led by random forest algorithm with 96
percent accuracy, followed by decision tree, voting classifier
and logistic regression with the accuracy of 94, 91 and 79,
respectively. Previous studies have employed algorithms such
as K-Nearest Neighbors (KNN) and Decision Tree [6, 7], with
accuracy rates ranging from 73% to 96% depending on the
dataset used.

The leading cause of stroke is typically high blood pressure,
also known as hypertension. Hypertension can damage and
weaken the blood vessels over time, making them more
susceptible to the formation of blood clots or ruptures, which
are the primary mechanisms behind strokes. Therefore, it is
crucial to find the correct method for measuring blood
pressure to notify patients if they have hypertension [3, 8].

Although numerous studies have focused on using algorithms
to improve the accuracy of stroke prediction [2, 3, 6, 9-12],
the application and implementation of these models remains
limited. In this study, beyond training and evaluating a
machine learning model, the primary objective is to develop
an online deployment mechanism that can be accessed by
anyone, anywhere. This will allow users to assess their initial
health status and create early examination plans based on the
model's predictions. By integrating the model into a mobile
app, the research aims to facilitate early detection and
intervention, ultimately improving health outcomes.

The primary tasks of this research are detailed as follows:
First, a model of stroke prediction is trained and evaluated.
Based on stroke database [13], the stroke Machine Learning
(ML) model is trained and evaluated base on random forest
classification machine learning algorithm. Next, the trained
ML model is deployed on a server as an online prediction
service. Finally, a mobile app is developed to communicate
with the server, collect user data, and send it to the prediction
server. Based on the collected data and the predictions
generated by the model, the user's stroke risk is assessed, and
the results are sent back to the mobile app.

The remainder of the paper is organized as follows: Section 2
focuses on dataset and reprocessing of data. Section 3 presents
the training results using the Random Forest model. Next,
Section 4 describes the construction of the server and mobile
app. Finally, discussions and conclusions are provided in
Section 5.

2. Dataset and Selection of Machine Learning
algorithm

2.1. Brief dataset analysis

In this research the dataset is utilized from Harvard Dataverse
Collection [13] The dataset includes 43400 subjects The
dataset contains 11 features including gender, age,
hypertension, heart disease, marriage, work type, residence
type, average glucose level, BMI, smoking status and stroke
status. From the dataset, some basic information about stroke
rate with correspond to feature can be analyzed. Fig. 1 to Fig.
3 depict the stroke rate with respect to gender, age and
hypertension features. From Fig. 1, it can be seen that the
stroke rate is almost same in gender feature. It can be seen
from Fig. 2 that above the age of 50, people tend to have a
stroke. In addition, people with hypertension also have a
higher risk of suffer a stroke according to Fig. 3.
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Fig. 1.Stroke rate influenced by gender.
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Fig. 2.Stroke rate influenced by age group.
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Stroke rate influenced by hypertension
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Fig. 3.stroke rate influenced by hypertension.
2.2. Dataset processing

The data preprocessing process includes the following steps:
converting Categorical data to Numerical type; handle and
remove data with NaN values; divided into feature set and
result set, clustering features “age”, “avg glucose”, “bmi”;
Normalize the data (used for Logistic Regression model) and
finally balance the data using the SMOTE method (Synthetic

Minority Over-sampling Technique).

In particular, data normalization is the technique of avoiding
overfitting. Specifically in the code, our team uses
‘StandardScaler' to normalize the features to the same value
range, with a mean value of 0 and a variance of 1. This can
help the model learn the relationship between features without
being unduly influenced by large variations between them.

2.3. Selecting of Machine Learning model

Regarding stroke prediction model training, many research
studies and algorithms have been investigated. Some studies
can be referenced, such as [3, 11, 12, 14, 15].

According to [15], random Forest is reviewed as one of the
best machine learning models for stroke prediction using the
Kaggle dataset, as shown in Table 1.

Table 1: Comparisons Random Forest method and other Approaches with
refer to [15]

Reference | Investigated Results
Learning
Approaches
[6] LR, DT, RF, KNN, | Naive Bayes performed

SVM, and NB
Classification

best in the task that gave
an accuracy of 82%

[8] LR, DT, KNN, RF, | Highest accuracy =95.4%
NB utilizing Random Forest

[16] DT, LR, NB, KNN, | Highest accuracy=
RF, ANN, SVM, | 92.32% achieved using
XGBoost (Second | Random Forest (AUC=
highest accuracy | 0.975)
achieved)

[9] DT, KNN, LR, NB, | Highest accuracy =93%
RF, SVM and neural | using Random Forest
network

In addition, based on processed data, three ML models were
investigated to verify in this research: Logistic Regression,
Decision Tree, and Random Forest. The training results with
the relevant metrics are shown in Table 2. Among these
models, Random Forest delivered the best performance.

Table 2: Comparisons of 3 difference ML methods

Machine learning algorithm
Metrics Logistic Decision Random
Regression Tree Forest
Accuracy (%) 77 84 91.9
Precision (%) 77 85 92
Recall
(Sensitivity) n 84 97.1
(%)
F1-score (%) 77 84 92

Based on both references and the evaluated training results,
Random Forest is selected for further investigation in this
research. The following section will detail the Random Forest
method and its training outcomes.

3. Random forest and training result
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Fig. 4.Random forest algorithm diagram.

Random Forest (RF) is an ensemble learning technique that
builds multiple decision trees and aggregates their predictions
to improve the overall accuracy and robustness of the model.
This method relies on bagging (bootstrap aggregating), where
each tree is trained on a different random subset of the training
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data. During tree construction, a random subset of features is
selected at each node, ensuring that the decision trees are
diverse and less correlated with each other. By averaging the
predictions from these individual trees (or taking the majority
vote in classification tasks), Random Forest reduces the risk
of overfitting and increases the model's generalization ability.
Additionally, RF is particularly effective for high-
dimensional datasets and can handle both categorical and
numerical data. Fig. 4 illustrates the operation of the Random
Forest algorithm.

3.2. Training results

In order to archive the training, validation and testing results,
the dataset, which comprises 434,000 samples, are divided
into three sets for this research. Set 1, accounting for 72% of
the dataset, is used for training. Set 2, representing 8% of the
dataset, serves for validation. The remaining data is allocated
for testing.

The training procedure in this research is conducted using
Anaconda, which supports machine learning tasks.
Additionally, Spyder IDE is employed for its intuitive
interface, facilitating the development and debugging of
Python code.

Fig. 5 illustrates the training results using the Random Forest
model, which achieved an accuracy of 91.92%, a sensitivity
of 97.1%, a precision of 92%, and an F1-score of 92%. These
scores, all above 90%, indicate the strong performance of the
trained model. The precision score means that 92% of the
stroke predictions are correct, while the sensitivity (recall)
score shows that 97.1% of actual stroke cases are identified.
Additionally, the F1-score of 92% reflects the overall
robustness of the model.

Classification Report of Random Forest Model:

precision recall f1-score support

@ .97 9.87 @.92 6503

1 0.88 9.97 @.92 6282

accuracy 0.92 12785
macrro avg 0.92 9.92 @.92 12785
weighted avg 0.92 .92 .92 12785

Feature_age: ©.3525059035420994
Feature avg glucose level: ©.13417216348213312
Feature_bmi: ©.1277705742318928
Feature_smoking status: 0.10674197807756586
Feature_work_type: ©.097208219377597078
Feature_ever_married: 0.04751262503746178
Feature gender: ©.84139152399523287

Feature Residence_type: 0.04013309920149503
Feature_hypertension: 0.03161679832372796
Feature_heart_disease: ©.02095314033242054
Accuracy: 9.9192804067266328

Sensitivity: ©.971028334925183

Specificity: @.8692910964170383

AUC: ©.9201597156711108

Fig. 5.Random forest training result.

When considering the impact of individual features, age
contributes the most at 35.25%. From the dataset, both age
and average glucose level are collected in detail, but age has
the highest impact.

Other subgroups, however, are represented as discrete or
logical data, which results in lower contributions compared to
the average glucose level subgroup. Although blood pressure
and heart disease are known to be key factors in stroke risk,
in this dataset, heart disease has the least impact at 2.09%.
This is likely due to the dataset’s limitations, where both
hypertension and heart disease statuses are represented as
binary (true/false), reducing their influence on the model. It
would be beneficial if the dataset included more detailed
information on blood pressure, heart disease symptoms, or
heart rate, which could improve the model's ability to capture
the nuances of these risk factors.

3.3. Trained Model evaluation

To evaluate the trained model from Section 3.2, it was tested
on the test set. In Fig. 6, the confusion matrix of the testing
results is shown. It indicates that stroke cases were correctly
predicted (True Positives, TP) for 5,957 samples. Samples
without stroke were incorrectly predicted as having a stroke
(False Positives, FP) for 1,450 cases. Non-stroke cases were
correctly predicted (True Negatives, TN) for 4,875 samples,
and stroke cases were incorrectly predicted for non-stroke
samples (False Negatives, FN) for 504 cases.

Confusion Matrix — Test Set
(Random Forest Model)

True Labels
0

1

5957

0 1
Predicted Labels

Fig. 6.Confusion matrix for test set.

From the confusion matrix, the evaluation metrics on test
dataset are determined as:

Accuracy= _ TP+TN 1)
TP+TN+FP+FN

Precision= L (2)
TP+FP
Recallzl (3)
TP+FN

F1_Score=2x PreCl_SI_On x Recall @
Precision+Recall
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Based on above formulate, the metrics of trained model on the
test data are indicated with Accuracy = 84.7%, Precision =
80.4%, Recall =92.2%, F1 Score = 85.8%. These metrics are
quite high and over 80%, indicating that the trained model can
effectively predict stroke situations in real-world scenarios.
The precision score shows that 80.4% of the stroke
predictions are correct, while the sensitivity (recall) score
shows that 92.2% of actual stroke cases are identified in the
test data. This capability enables users to assess their own
stroke risk with confidence.

Client/User
Mobile Application

Login Page

User/Client
Y
User Interface | _
Page l‘
Command HTTP POST/
predict(Request body) {'Risk"-
{rars 1" "name". e}
"arg 2" "age".
"arg_3": "Marital status",
-3
Request Response
) J
. —
Decode json
R Result
input
R A
Y
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Data Machine
Preprocessing Learning model
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Stroke Prediction Server

Fig. 7. Online Stroke Prediction Architecture.

4. Development of online stroke prediction
system

The architecture of the online prediction system is illustrated
in Fig. 7. This structure comprises two main parts: the
client/user application and the prediction server. The client
application collects user data and sends it to the server. The
prediction server preprocesses the data, estimates the stroke
risk using a machine learning model, and sends the result back
to the client. Communication between the user application
and the prediction server is conducted via the HTTP protocol.

4.1. Android Mobile Application

An Android mobile application has been developed for end-users
using Android Studio. The Ul module allows users' profiles and
data to be uploaded to the server. The application has been built
with the Flutter framework and Dart programming language.
Upon the first login, profile data, including the name, age, and

other relevant details, is provided by users. After navigating to
the prediction page, detailed instructions on using the stroke risk
prediction feature are received by users. Registration and login
are required to access the stroke prediction function. User login
data is stored in Google Cloud Firestore via a REST API. The
login and instruction interfaces of the mobile application are
depicted in Fig. 8.

User information is supplied through the information form;
after all data fields are filled, the data is uploaded to the server.
The result is then determined by the trained model on the
server. Subsequently, the result is sent back to the user and
displayed on the interface. Fig. 9 shows the user interfaces for
information filling and prediction results.

Sign in to App 2 Reguter Main
IMPORTANT INSTRUCTIONS
FOR BLOOD PRESSURE MEASUREMENT
Avold esting, exercising, or bathing/showering within

WAYS TO PREVENT A STROKE
LANCED DIET. €at a varbety of ¢ vase

STROKE PREDICTION
MOBILE APPLICATION

Full Name: Hung

Age: 22

Gender: Male
Hypertension: No

Heart Disease: No
Marrital Status: No

Job: Student

Home Address: Dong Nai
Average glucose level: 100
BMI: 40

Smoking Status: never
Systolic: 123

Diastolic: 80

RESULT:
No Risk of Stroke

Fig. 9. User data update and predict result interface
4.2. Stroke Prediction Server

The server is responsible for receiving requests from the user
application, processing data, and responding with the predicted
stroke situation to the user. In this research, the server has been
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developed using Visual Studio Code, and the machine learning
model has been trained using the Spyder IDE.

The best-performing trained ML model from Section Il is
deployed using the Flask framework as an API. User data,
including essential information, is sent from the Android
application via an API request. Subsequently, the relevant
data needed for the prediction process is extracted,
normalized, and input into the predictive model. The
predicted outcomes are then sent back and displayed within
the user's application interface.

In this research, the server is executed locally. To enable
access from anywhere, the server needs to be placed in a
public domain. Therefore, Ngrok platform is used to
overcome this challenge. Ngrok is a cross-platform
application that creates secure tunnels to a localhost machine,
allowing the exposure of a local development server to the
Internet with minimal effort. After developing the Android
application and deploying the server, the testing results are
displayed in Fig. 9.

5. Conclusion and discussion

In this paper, an online stroke prediction system is developed
and investigated. Using Harvard's dataset, a machine learning
model for stroke prediction is built with the Random Forest
algorithm. The trained model achieves an accuracy of 92%
during the training phase and 84% during testing. An online
prediction server is then established to process client data and
return stroke risk results. The machine learning model is
deployed on this server using the Flask framework as an API.
Additionally, an Android application is developed to facilitate
interaction between users and the server.

Through this mobile application, users can input their
information and receive predictions of stroke risk.
Furthermore, users can receive daily advice for maintaining a
healthy lifestyle and ongoing stroke risk predictions, helping
them take preventive measures and raise awareness.

A key advantage of our system is the integration of the trained
model into an online server, paired with a mobile application,
which allows users to interact with the model remotely and
receive real-time stroke risk predictions. By utilizing an
online server, the prediction model can be easily updated and
improved. Despite the promising results, this study has
several limitations. First, the dataset used may not fully
represent the general population, introducing potential bias
into the model’s predictions. The data were collected from a
specific cohort, which may limit the model's generalizability
to other demographics or regions. Additionally, the binary
classification of certain risk factors, such as hypertension and
heart disease, reduces the granularity of these features,
potentially affecting the model's ability to capture subtle
variations in stroke risk. Finally, this system has not yet been
validated in real-world clinical environments.

Future work should focus on validating the model in real-
world settings to ensure its practical applicability and
expanding the system to incorporate more diverse data

sources. Moreover, while our system primarily focuses on
structured data from patients, further enhancements could
involve integrating real-time data from wearable devices for
continuous monitoring, a feature present in some of the latest
stroke prediction systems.
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