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Abstract

Load forecasting has always been a crucial part of an efficient power system planning an operation. Since the global electricity market has
developed rapidly in recent years, a load sequence has gradually become non-stationary and hence makes accurate forecasting difficult.
Nowadays, many techniques can be used for load forecasting such as fuzzy logic, similar-day approach, expert systems, etc.. However, these
methods normally obtain undesired results due to considerable variation of electricity load. In this paper, a short-term load forecasting model is
proposed based on Long Short-Term Memory (LSTM) network combining linear regression algorithm and EVN-NLDC (National Load
Dispatch Centre) data. Short-term load forecasting has an enormous impact on unit commitment, strategic power reserve for national power
system and enhances the reliability of the power supply. National load data could be considered as a time series sequence consisting of two
components which are trend and residual. Linear regression (LR) is adopted for trend forecasting and LSTM is used to residual forecasting. In
addition, to evaluate the performance of the proposed model, artificial neural network (ANN) is utilized as a benchmark model. The results
show that the proposed model achieves the Mean Absolute Percentage Error (MAPE) ranged from 1% to around 4% for one-day ahead load
forecasting, whereas ANN model obtains over 4%.
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Abbreviations

LSTM  Long short-term memory
MAPE Mean absolute percentage error
LR Linear regression

ANN  Artificial Neural Network

Tém tit

Du béo phu tai luon 12 mdt phan quan trong ctia mot hé théng dién
lam viéc hiéu qua trong viéc 1én ké hoach cho bt cit hoat dong nio.
Do thi trudng dién toan ciu phit trién nhanh trong nhiing nim gin
day, phu tai dién dan dan trd nén khong 8n dinh va tit d6 1am cho viéc
du béo chinh x4c trd nén kho khin. Hién nay, rat nhiéu k§ thuat c6 thé
dudc st dung cho viéc du bao phu tai nhu Logic md (Fuzzy Logic),
tiép can ngay tuong duong (Similar-day Approach), hé théng chuyén
gia (Expert Systems),v.v. Tuy nhién, nhitng phuong phap trén thudng
dat nhitng két qua khéng mong mudn vi sy thay ddi 16n ctia phu tai
dién. Trong nghién citu nay, mot mo hinh du bdo phu tai ngin han
dugc dé xuét dua trén mang Long Short-Term Memory (LSTM) két
hop véi thuat toan hdi quy tuyén tinh (LR) va dif liéu phu tai tit Trung
tam Diéu do Hé thdng Pién Qubc Gia (NLDC-EVN). Du bdo phu tai
ngén han c6 anh hudng 16n dén viéc huy dong ngudn va chién lugc st
dung cong suit du trit cho hé théng dién qudc gia dong thoi nang cao
dd tin ciy ctia hé thdng cung cip dién. Dit liéu phu tii dién qubc gia
c6 thé dugc coi nhu mot chudi thdi gian bao gdm hai thanh phan: xu

huéng (trend) va phan du (residual). Hi quy tuyén tinh (LR) dugc st
dung cho viéc du bdo trend va LSTM dugc ding cho viéc du bdo phan
du. Bén canh d6, d€ danh gia hiéu suit ctia mo hinh dé xuAt, mé hinh
Mang No-ron nhan tao (ANN) dugc coi nhu mé hinh tham chiéu. Két
qua cho thdy mo hinh dé xuit dat sai s6 Tuyét di phan trim trung
binh (MAPE) trong khoang tit 1% dén 4% cho viéc du bdo ngay t6i
trong khi d6 mo hinh ANN dat MAPE 16n hon 4%.

1. Introduction

Electricity load forecasting has been becoming a crucial research field
in electrical engineering over the last decade. The increase of forecast
error might occur the considerable economic cost to the electricity
power systems. Therefore, accurate load forecasting is significant to
address the unbalance between the demand and the power supply.
Moreover, effective demand forecasting could enhance the power
quality and ensure the safety of the power grid. Based on decision-
making activities in operation the power systems, the load forecasting
with performed the length of time in the future is divided into three
types: short-term load forecasting (STLF) (a few minutes, hours, or
days in advance), medium-term load forecasting (MTLF) (a few weeks
or months ahead), and long-term load forecasting (LTLF) (a few years
in advance). Recent studies concentrating on MTLF and LTLF are
[1], [2], [3]- According to [4], the results of STLF is adopted to secure
operating planning and the reliability of the power systems. Since
many developing countries increasingly focus on improving their
power grids, the STLF is prerequisite to address the issues.
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Similarity — based methods for load prediction considered as prevalent
conventional methods can deal with non-linear load power, especially
the load power in weekend days and special days [5], [6]. However,
owing to the development of technology and economy, the electricity
demand has been increasing rapidly through recent years. Hence,
the accuracy of these methods decreases considerably. In addition,
statistical methods [7], [8] view the load power as a time series then
utilize regression function to obtain the predictions. Nevertheless,
this time series is non-stationary and this can yield the high forecast
errors.

Recently, machine learning (ML) — based approaches, such as Linear
Regression (LR) [9], Support Vector Machine (SVM) [10], Artificial
Neural Networks, etc. are used to solve STLF problems. As the Artifi-
cial Neural Networks (ANNs) has the non-linear mapping capabilities
and generalization, these approaches are appropriate to address the
complicated relationships. Ref. [11] exploited the comparison on the
accuracy and the performance of the Feed-forward Deep Neural Net-
work (FFDNN) and the Recurrent Deep Neural Network (RDNN)
utilizing time-frequency (TF) feature selection for short-term elec-
tricity load forecasting. The results shown that the combination of
TF feature selection and DNNs obtain higher accuracy. Song Li. et al
[12] proposed a hybrid model blending Extreme Learning Machine
(ELM) and the Levenberg-Marquardt method for STLF. The outcomes
shown that the proposed model outperforms in comparison with other
standard and state-of-the-art methods. Deep learning is considered as
an advancement of machine learning with the complex structure. Ref.
[13] introduced a Long Short-Term Memory (LSTM) based model
with the validation on the publicly available dataset. Zhuofu Deng
et al [14] proposed a novel model multi-scale convolutional neural
network with time-recognition (TCMS-CNN). In 48-step point load
forecasting, the proposed model improved from about 14% to under
35% on MAPE than other benchmark models.

2. Methodology

Long Short-term Memory Neural Network was proposed by Hochre-
iter and Schmidhuber in 1997 to avoid long-term dependencies
through targeted design [15]. An advance of LSTM model in compar-
ison with a single hidden layer RNN is that LSTM stores information
in a control unit outside the normal flow of the RNN, hence introduc-
ing a new state unit a, [16]. Fig. 1 depicts the structure of an LSTM
cell. In this figure, at each time ¢, i;, f;, o; and ¢, are input gate, forget
gate, output gate, and candidate value [17], which can be formulated
respectively as these following formulations:

iy = 6 (Wi uxe + Wi phy—1 + b;) (1
fi =Wy xe + Wy phy 1 +by) (2)
0r = &(Woxx¢ + W, by 1 +byo) 3
¢; = tanh(We xx; +We yhy—1 + be) 4

where W, v, W, Wy, W, Wox, Wy, Wex and W, are weight
matrices, b;, by, b, and b, are bias vectors, x; is the current input,
h;_1 is the output of the LSTM at the previous time ¢ — 1, and o is the
Sigmoid activation function. The number of prior memory value from
the cell state are considered to be removed by the forget gate [18].
Similarly, the input gate specifies new input to the cell state. Then, the
cell state a; and A, are calculated as:

ar = froa—1+itoc (6]

where o denotes the Hadamard product [19]. The output /; of the
LSTM at the time 7 is computed as below:

hy = o, otanh(a;) (6)

Hereafter, the predicted output Z; is computed by using the output #;:

% = Myhy (7

where M, is a projection matrix to reduce the dimension of 4. The
structure of the LSTM networks is presented in Fig. 2. As can be seen
from this structure, an input feature vector x,_; is fed into the networks
at the time 7. The previous LSTM cell provides a feedback 4,_; to
the current LSTM cell to demonstrate the time dependencies of this
network. The network training facilitate to minimize the function f
based on targets y; by utilizing backpropagation with gradient descent:
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Figure 2: Structure of LSTM networks

3. Data and Performance Metric

3.1. Data

In this study, the raw data from the National Load Dispatching Centre
(NLDC) includes the load power in Vietnam and the temperature of
several cities that have large electricity consumption. The data are
collected from 1/1/2014 to 31/12/2019 with time interval is one hour.
Fig. 3 indicates the load power of Vietnam from 2014 to the end of
2019. As can be seen, the load power increased rapidly through the
years, for instance, the load power in 2019 obtains over 30000 MW,
improving about 200% in comparison with the load power in 2014.
Besides, the temperature is the factor that has considerable impact
on load power [20]. Therefore, the dataset used as the inputs to the
proposed predictive model contains the date-time variable (hour of
day, weekday, day of month, weekend, and holiday); the historical
load power including the previous day demand power, the average
previous day demand power, the previous week demand power, and
the previous year demand power; and the previous day temperature,
the previous two days temperature, the intra-day temperature. The
dataset are divided into two parts: the training set and the testing set.
The training set consisting of these above variables from 1/1/2014 to
31/12/2018 is utilized to train the predictive model, thus optimize the
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parameter of the proposed model. The testing set including these val-
ues in 2019 is adopted to predict the load power values in two months
(June, 2019 and December, 2019) and validate the performance of
the predictive model. Since LSTM is sensitive to data scales [21], the
data are normalized using Min-max function and then range in [0, 1].
The Minmax function is defined below:

X — Xmin

Xnom = 9
Xmax — Xmin

Load [MW]
N

-
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Figure 3: The load power of Vietnam from 1/1/2014 to 31/12/2019

3.2. Performance Metric

In this paper, mean absolute percentage error (MAPE) is dedicated
to evaluate the performance of the forecasting model. MAPE is a
measure of prediction accuracy of a forecasting method in form of a
percentage error, and is defined as:

1 & |GP,—GP;

MAPE = —
n ; GP;

x 100% (10)

Where n is the amount of observations; GP is the actual value; GP
is the predicted value. The lower MAPE brings more accuracy in
forecasting results.

4. Results and Discussions

4.1. Case Study 1
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Figure 4: The load forecasting results in June via MAPE

In the first case study, the daily demand forecasting is conducted by
using the load power values of everyday in June, 2019 as the testing set
to the predictive model. Fig. 4 depicts the load forecasting results in
June via MAPE. As can be observed, the proposed model outperforms
among two predictive models. In particular, the obtained MAPE from
the LSTM is in the range of [1;4]% whereas the ANN model achieves
the MAPE ranging from about 4% to 7% in daily prediction. This
might be reasonable since the LSTM model is the enhancement of
the ANN model. The capability allows the LSTM model capturing
the long-term memorization. In other words, the LSTM model could
cope with the large number of data points fed into the model in the
training process. Besides, dealing with the large data is a weakness
of the ANN model because this can result to the overfitting [22]. Fig.

6 indicates the load forecasting results in specific days of June. As
can be seen, the predicted values of the proposed model is similar
to the actual values than the ANN model. This demonstrates that the
proposed predictive model is more accurate than the ANN model. The
difference between the predicted values and the actual values leading
to the accuracy of the predictive models occur during hour 13:00 to
18:00 of the days. The electricity consumption in this period increases
significantly due to the weather characteristic of June as well as the
summer.

4.2. Case Study 2
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Figure 5: The load forecasting results in December via MAPE

The second case study is implemented by using the demand power val-
ues of everyday in December, 2019 as the testing set to the predictive
model for daily predicting assessment. Fig. 5 illustrates the demand
forecasting results in December via MAPE. The outcomes show that
the proposed model has the lower MAPE than the ANN model. For
instance, the MAPE achieved from the proposed model ranges from
over 1% to over 5% whereas this index of the benchmark model is
bigger than 4.5%. Fig. 7 represents the load forecasting results in
specific days of December. As can be seen, two predictive models
have the slight differences in comparison with the actual values. How-
ever, these differences are less considerable than the differences in
the first case study. The predicted values obtained from the proposed
model remain similar to the actual values. Thus, the impact of weather
characteristic on the load power is relatively significant, representing
in form of various meteorological factors such as the temperature, the
humidity, etc. Obviously, the LSTM model has the higher accuracy
than the benchmark model. Nevertheless, the proposed model has a
large weakness that the training time is quite large. In particular, the
training time of the proposed model is about 2000 seconds while the
training time of the ANN model is about 400 seconds.

5. Conclusion

This study proposes the STLF scheme using the combination of Linear
Regression (LR) and Long Short-Term Memory (LSTM) based on the
real-world data collected from the National Load Dispatching Centre
(EVN-NLDC). To assess the performance as well as the accuracy of
the proposed model in daily prediction, the Artificial Neural Network
(ANN) model is utilized as the referenced model. The outcomes
demonstrate that the proposed model outperformed the ANN model.
The MAPE obtained from the proposed model ranges from 1% to
about 4% in two case studies. In the future, the proposed model
could be enhanced by combining with other deep learning models to
obtain a complex hybrid model with the high accuracy. To increase
the performance of the proposed model, several dataset are collected
with various parameters that influence on the target variable. Hence,
the data pre-processing need to be more concentrated.
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Figure 7: The load forecasting results in specific days of December
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